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OpenSFS Benchmarking Workgroup
OpenFS File System Survey
The OpenSFS Benchmarking Workgroup (http://www.opensfs.org/) aims to provide an I/O benchmark suite to satisfy the benchmarking requirements of the scalable parallel file system users and facilities. Towards this end, as a first step, the workgroup aims to characterize the I/O workloads from small- to very large-scale scalable parallel file systems deployed at various high-performance and parallel computing facilities and institutions. Using these gathered characteristics, the workgroup will then collect and build the required I/O benchmarks to emulate these workloads and provide required documentation about the benchmark suite.  Your assistance is needed to provide a characterization of the I/O workload at your facility by completing the survey below. 
Site Information
Site Name:

Affiliation:


Mailing Address:

Site Contact:


Telephone Number:


Email Address:


Position:

File System(s) Being Used:

Version(s) of File System:


How Long Has File System Been in Production?
How Many Different HPC Systems Operated Concurrently?
Number of Overall Users:

Number of Users of File Systems(s):

Predominant Site Activities / Functions:

File System Configuration (duplicate as needed for multiple scalable parallel file systems)
Size of file system (TB - raw and available):

Characteristics of file system:

Number of files and directories on disk:

Large vs. small files:


Files with size < 64 KB:



Files with size > 64 KB and < 1 MB:



Files with size > 1 MB and < 1 GB:



Files with size > 1 GB and < 100 GB:



Files with size > 100 GB:

Streaming vs. random:

Shared vs. non-shared:

Type (FC, SAS, SATA) and manufacturer of disks being used:
RAID configuration of disks in file system (if applicable):

Interconnect for disks in file system:
Number of CPU cores utilizing file system:

Number of HPC systems utilizing file system (non-NFS and non-archive):

Number of CPU cores in the largest HPC system utilizing the file system:

Type of CPU node to IO node network (where applicable):

Type of IO node and compute node hardware:

Type of communications to storage:

Number of clients utilizing file system:

Connectivity diagram of file system, servers and clients (please attach to document if available):

Applications Information (duplicate as needed for multiple applications of interest)
Name of application:

I/O characteristics of application:


I/O type (used for check pointing or as a part of normal I/O for computation):


Block I/O sizes:

Random or sequential:

File per process or shared file:

Metadata usage:
Frequency of I/O operations:

Any unusual I/O characteristics:
Aggregate I/O Characteristics for Facility
How many applications are typically performing I/O at the same time per HPC system?

Is the I/O for these applications predominantly sequential or random?

Are these I/Os typically utilizing more small or large blocks?

Is there heavy metadata usage for the typical application mix?

Is the aggregate I/O seen at the shared file system level predominantly sequential or random?

Do the application workloads change during the day or night or over the weekends?

Are there aggregated statistics available on the file systems at your facility?


If so, can these statistics be included as an attachment to this survey?

Name of report
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